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What are our goals?

Goals and use cases:

I language learners and translators: easily identifiable advice on how a
discourse connector translates

I NLP: more resources, being able to adapt tools to another language more
easily

I language science: crosslingual studies
I

check how some discourse relation is marked in another language

I
on a larger scale, compare how discourse relations are marked in one language

vs. another

I
check your hypotheses about discourse relation usage and marking in di↵erent

languages etc.

I the PORTAL: one can put in one relation in one language / framework and
query for the same relation in other resources (plus information about known
mismatches!)
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Current state of annotation schemes
TEMPORAL

CONTINGENCY

COMPARISON

EXPANSION

Synchronous
Asynchronous

precedence
succession

Cause

Pragmatic Cause

Condition

Pragmatic Condition

reason
result

justification

hypothetical
general
unreal present
unreal past
factual present
factual past

relevance
Implicit assertion

Contrast

Pragmatic Contrast
Concession

Pragmatic Concession

juxtapositon
opposition

expectation
contra-expectation

Conjunction
Instantiation
Restatement

Alternative

Exception
List

specification
equivalence
generalization

conjunction
disjunction
chosen alternative
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Across languages

annotation e↵orts in other languages might

I add relations / distinctions

I modify the annotation scheme

I what do we want to mark? (between-clausal? nominalizations?)

Example: Porting PDTB to Turkish

Zeyrek, Deniz, et al. ”Turkish Discourse Bank: Porting a discourse annotation style to a

morphologically rich language.” Dialogue & Discourse 4.2 (2013): 174-184.
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Portal use cases

the portal will be most useful, if we can give as much info as possible about what
is returned from each resource

I is a “superset” returned from the point of view of the question?
I what qualifies that superset?

Task: query for chosen alternative in German

want to find other language examples of PDTB chosen alternative

in Potsdam Commentary Corpus: annotated as contrast
Immer mehr verantwortungslose Zeitgenossen versuchen, ihren Müll illegal

loszuwerden statt ihn ordnungsgemäß zu entsorgen.

in RST (Marcu 1999): annotated as preference
Rather than go there by air, I’d take the slowest train.

I are several subsets returned? What distinction does that other resource
make?

Task: want to find causals!

I both explicit and implicit ones returned?
I examples of relations between full sentences / clauses / NPs / ..?

Example
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I are several subsets returned? What distinction does that other resource
make?

Task: want to find causals!

find volitional and non-volitional causals.

She went home early because she promised her husband she would.

”Ze kwam vroeg thuis omdat ze haar man beloofd had dat ze dat zou doen.”

She arrived home early because her plane landed early.

”Ze kwam vroeg thuis doordat haar vliegtuig eerder dan gepland was geland.”
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Portal use cases

the portal will be most useful, if we can give as much info as possible about what
is returned from each resource

I is a “superset” returned from the point of view of the question?
I what qualifies that superset?

Task: query for chosen alternative in German

I are several subsets returned? What distinction does that other resource
make?

Task: want to find causals!

I both explicit and implicit ones returned?
I examples of relations between full sentences / clauses / NPs / ..?

Example

Zur Unsichtbarkeit gegen die Wand lehnen.
Despite the cold, we had an ice cream.
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How can we achieve a mapping?

How can we achieve a mapping?

I definitions must be compatible.

I instructions must be clear so that annotation is consistent.

I we need to know about cases where two schemes would di↵er.
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Definitions

Example: Concession

PDTB The type Concession applies when the connective indicates that one of the
arguments describes a situation A which causes C, while the other asserts (or
implies) ¬C. (Then goes on to distinguish expt vs. contra-expt.)

RST The situation indicated in the nucleus is contrary to expectation in the light
of the information presented in the satellite. In other words, a concessive relation
is always characterized by a violated expectation. In some cases, which text span
is the satellite and which is the nucleus do not depend on the semantics of the
spans, but rather on the intention of the writer.

Hobbs / Wolf and Gibson 2005: In the violated expectation relation (also
violated expectation in Hobbs [1985]), a causal relation between two discourse
segments that normally would be present is absent.

Example

The new software worked great, but nobody was happy.
The new software worked great, although it was programmed by a novice.
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Separate problems

Two orthogonal problems:

1) consistent notions and good annotation practices

I defining discourse relations well enough to cover all cases where we think
they should apply

I getting people to define and annotate consistently, given that we have the
same intention.

! Ted’s talk

2) how to represent the mapping.
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Di↵erent ways to go about the mapping

I all to all mapping

I identify a small set of most general concepts that we can all agree on and use
those for mapping

I use a representation that reflects all the distinctions that have been made in
the schemes / languages
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all to all mapping

for all pairs of resources, someone needs to create a mapping.

I too much work now, and even more work in the future.

I unrealistic that we can keep this up to date.
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Small set of most general concepts

1 come up with a small set of things everybody can agree on

2 all try to map all relations that were annotated onto this set

unfortunately, we lose information

I if two languages have been distinguishing something which is not considered
as part of the core relations, this information is lost, even though both
resources have gone through a lot of pain to annotate it
e.g., volitional cause

I we might find that some resource uses di↵erent connectors for something
that only has one connector in English. Then if we only keep main
distinctions, we can’t represent that di↵erence.

I lots of work has to be re-done every time, to figure out what things were
annotated in a resource, and which ones weren’t.
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Maximally detailed relations

Two step approach:

1 collect (from each resource, what distinctions are made?
I

Does the distinction “translate” into one that’s already present? (e.g.,

concession vs. contra-expectation)

I
if there is a distinction that doesn’t map onto existing dimensions, add it.

2 organize (find common dimensions, decide about status)

How to represent the distinctions?

I set of relation names without structure

I hierarchy

I “dimensions”

V. Demberg Don’t lose any information April 20, 2015 11 / 21



Maximally detailed relations

Two step approach:

1 collect (from each resource, what distinctions are made?
I

Does the distinction “translate” into one that’s already present? (e.g.,

concession vs. contra-expectation)

I
if there is a distinction that doesn’t map onto existing dimensions, add it.

2 organize (find common dimensions, decide about status)

How to represent the distinctions?

I set of relation names without structure

I hierarchy

I “dimensions”

V. Demberg Don’t lose any information April 20, 2015 11 / 21



Hierarchy

TEMPORAL

CONTINGENCY

COMPARISON

EXPANSION

Synchronous
Asynchronous

precedence
succession

Cause

Pragmatic Cause

Condition

Pragmatic Condition

reason
result

justification

hypothetical
general
unreal present
unreal past
factual present
factual past

relevance
Implicit assertion

Contrast

Pragmatic Contrast
Concession

Pragmatic Concession
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opposition

expectation
contra-expectation

Conjunction
Instantiation
Restatement

Alternative
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List
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In favour of dimensions

I better conceptualization? ! don’t repeat same distinction at di↵erent leaves

I more internally-consistent discourse hierarchies

Software was great because it was written by an expert cause.reason

Software was great therefore, everybody was happy cause.result

Software was great but everybody was annoyed conc.contra-expt

Software was great although it was written by a novice conc.expt

RST distinguishes

I many types of causals (justify, non-volitional cause, non-volitional result,
volitional cause, volitional result)

I but only one type of concession

I considering dimensions might have drawn attention to this.
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Even if

PDTB annotation: Comparison.Concession.Expectation

shouldn’t these be distinguished from concessives in the same way as
contingencies (if) are distinguished from causals?

suggested dimension: modal status – actual vs. hypothetical or conditional
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Unclean categories

Expansion.Conjunction is quite a messy category in PDTB.

Would it be cleaner if existing dimensions were applied to split up this category
into subtypes?
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Conjunction in PDTB
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Are these really conjunctions?

Other more diverse connectives:

I Frequent but also appearing in other specific relations:
but (63), finally (11), in fact (33) , indeed (53), meanwhile (25), separately
(69), then (9), while (39)

I Infrequent (possibly errors):
however (2), in the end (1), overall (3), neither..nor (1), yet (2), nonetheless
(1), nor (25), on the other hand (1), or (5), later (1), in turn (4),...
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Possible dimensions

I semantic / pragmatic (objective / subjective)

I causal / additive / temporal

I negative / positive

I surface order

I order of events

I pragmatic order (e.g., reason before result)

I modal status (actual vs. hypothetical/conditional)

I anchor or focus or nucleus vs. satelite

I instantiation / specification / generalization

I disjunctive (or vs. xor)

Example

pragmatic contrast:

semantic contrast:
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Possible dimensions

I semantic / pragmatic (objective / subjective)

I causal / additive / temporal

I negative / positive

I surface order

I order of events

I pragmatic order (e.g., reason before result)

I modal status (actual vs. hypothetical/conditional)

I anchor or focus or nucleus vs. satelite

I instantiation / specification / generalization

I disjunctive (or vs. xor)

Example

surface order:

Although Peter was tired, he didn’t sleep.
Peter didn’t sleep, although he was tired.
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Possible dimensions

I semantic / pragmatic (objective / subjective)

I causal / additive / temporal

I negative / positive

I surface order

I order of events

I pragmatic order (e.g., reason before result)

I modal status (actual vs. hypothetical/conditional)

I anchor or focus or nucleus vs. satelite

I instantiation / specification / generalization

I disjunctive (or vs. xor)

Example

the direction of causality is not necessarily equivalent to the temporal relation:
”Mary didn’t go to the party because she will have an exam tomorrow”.

I semantic temporal: party avoidance ! exam

I pragmatic causal: exam ! party avoidance
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Advantages of dimensions

I structuring into hierarchy on demand is possible.

I no fixed hierarchy

I for a task that needs to do e.g. sentiment analysis, can structure with
negation at first level

I generate a coarser hierarchy with fewer distinctions if desired
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End of Presentation

Thank you for your attention!

and thanks also to Fatemeh Torabi Asr
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