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Regression and Logistic Regression 

 



Statististical modeling 

• We male a model of our data in accordance with our 

hypotheses 

• The fit of the model is an indication how valuable the 

model is 

 

• Statistical models often have the from of a regression 

equation 
- Y = b0 + b1*X1 

- Number of records sold = constant + b1 * advertising budget 

 

• Two crucial questions: 
- How good is our model? (what is the fit?) 

- Do the independent variables contribute to the prediction?  



Linear regression 

Y = b0 + b1*X1 

b0 

b1 

b0 



How well does the model fit? 

• Basic structure of any statistical model:  
- true score = predicted score + Error 

 

• Model predicts well if the error component is small  
- little difference between predicted score and true score 

 

• How to measure the amount of error?  
- By analyzing the deviations from the predicted scores: squared 

deviations (sums of squares) 

- SSerror  = Σ(true score –predicted score)2 

- SStotal =Σ(true score –mean score)2 

- SSpredicted = Σ(predicted score – mean score)2 

 

 



Example from Field (2005) 



Does the independent variable make a significant 

contribution to the model?  

• In a regression formula: 
- Sales = 134,14 + 0,096*Adverts 

 

• Does the coëfficient of the predictor differ signifantly from 0? 
- Is “0,096” significant different from 0? 

 

 
 



Multiple regression 

• More than one predictor 
 



Logistic regression 

• The predicted variable is binary (eg. 1=correct; 0=false) 

• The aim is to predict the probability that the variable has 

the value 1 (P(y=1)) 

• For this you use natural logarithms 

 

• ln(P(y=1)  

 

• Why so complex?  
- because the relation between X and Y in the case of binary 

variables is no longer linear 

 



Logistic regression formula 

• Je voorspelt de kans dat p het geval is via de 

logitformule (ln(p/(1-p)) 

• Interpretatie van coëfficiënten is lastiger dan bij normale 

regressie 

• Als coëfficient B1 de waarde 0,75 heeft dan is de 

interpretatie: de kans dat iets een 1 is, is e0,75 (=2,12) zo 

groot als X met 1 toeneemt 

• Exp(B1) wordt de odds genoemd 

 



An example 

• Can we predict whether the DRD is omdat or want on the 

basis of Relation (subjective, objective) and Genre 

(spoken, chat, written)? 



An example 

• Step 0: how good is the model without predictors? 

3. The model only contains a 

constant; it simply predicts that all 

DRDs are “omdat”. This is correct in 

52.1% of the cases.  

4. The analysis produces a regression 

coefficient and a test statistic (Wald), 

comparable to Chi2. We also see the 

significance test 

2. The analysis stops after two steps 

because  it does not improve anymore 

1. The measure for the quality of the 

model is -2LL (a type of Chi2) 



An example (cont’d) 

• Step 1: how good is a model with two predictors added? 

2. The analysis stops after seven 

iterations because the result does not 

improve anymore 

3. The change of the fit compared to 

the previous model is chi2=14547 

(p<.001) 

1. The -2LL is now 12380 

4. The fit of the model (+ translation 

to a type of R2) 



An example (cont’d) 

• Step 1: how good is a model with two predictors added? 

The classification has improved much 

(88.0 % in stead of 52.1 %) 



An example (cont’d) 

• Step 1: how important are the predictors? 

Both Relation and Genre give a 

significant contribution to the 

prediction 

De odds ratio (Exp(B)): when Relation changes 

from 0 to 1 (when Relation is Objective) the odds 

that the DRD is “want” become 3/1000 times 

smaller 



Similarities and differences between linear and 

logistic regression 

• In both types of analyses: a regression formula, coefficients, 

goodness-of-fit, etcetera 

• What is predicted: 
- linear regression: dependent variale; log. regression: probability that 

dependent variable = 1 

• Quality of the model: 
- linear regression: R2; logistic regression: loglikelihood 

• Evaluation improvement of the model by adding new factors 
- linear regression: use of F-test, logistic regression: χ2 

• Significance of predictors 
- linear regression: t-test; logistic regression: Wald (type of χ2)  

 


